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Abstract

Current memory tiering systems mitigate asymmetric la-

tency through page migration between tiers. While this

approach effectively hides latency, it overlooks scenarios

where latency could potentially be tolerated.We propose that

an efficient system should integrate both latency reduction

(migration) and latency tolerance strategies. Our research

demonstrates the effectiveness of prefetchers in tolerating

latency within such systems, highlighting their importance

in the design of high-performance memory tiering solutions.
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1 Introduction

Memory has emerged as one of the most critical resource

in modern data centers as applications demands continue

to grow [41]. Recent studies have highlighted this challenge,

particularly as data-intensive workloads become more

prevalent [19, 31, 36, 41]. The emergence of interconnect

technologies, such as Compute Express Link (CXL) [17],

presents a promising solution for expanding DRAM capacity

beyond traditional limits. CXL provides low latency,

cache-coherent load/store access to memory over the

PCIe interface, effectively circumventing the constraints

of the physical DIMM slots. Studies have shown that

combining conventional DRAM with CXL-attached memory

creates multiple memory tiers with varying performance

characteristics in terms of latency and bandwidth [33, 40].

Achieving close-to-DRAM application performance across

these memory tiers requires efficient bandwidth and latency

utilization. This challenge mirrors research from the 1990s

and early 2000s that focused on managing latency. Earlier

works differentiated between reducing latency, primarily

through cache hierarchies and locality optimizations [7, 12,
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Figure 1: Current tiering systems are trying to optimize load

time (3) by demoting (1) and promoting (2) between the nodes.

However not each load equally created, there is an opportu-

nity to (3) prefetch into the cache before accessing to hide

the access latency of slower tier.

21, 34], and tolerating latency, often using data prefetching

and multithreading [7, 12, 21, 34].

Today’s tiered memory systems primarily reduce latency

via dynamically migrating data between tiers based on access

frequency, often referred to as hotness. Figure 1 illustrates
this process, which entails promoting frequently accessed

(hot) data to fast tier while demoting infrequently accessed

(cold) data to the slower tier. Current tiered memory sys-

tems primarily focus on either the mechanisms for migrating

data [33, 46] or policies to detect hotness [3, 30, 33, 37, 42].

While migrating pages effectively clusters them by their hot-

ness, this approach fundamentally relies on exploiting the

locality properties inherent in the application’s data accesses,

also known as its working set [18].

An alternative approach for managing latency is tolerating

it by exploiting CPU cache prefetching. Prefetchers attempt

to predict future memory access patterns and preemptively

load data from memory to CPU cache, thereby reducing ef-

fective access latencies by minimizing cache misses. While

prefetching becomes particularly crucial in tiered systems to

hide slow-tier access latencies, existing hardware prefetch-

ers [10, 11, 24] and software solutions [4, 28] are designed

for homogeneous memory architectures. We find that di-

rectly applying these conventional prefetching approaches

to tiered memory systems can actually degrade application

performance by approximately 19% in real-world scenarios

on CXL-attached memory, as analyzed shortly.

In this paper, we argue that a comprehensive approach

to latency management in tiered memory systems should

include both latency reduction and tolerance techniques.

As a part of this proposal, we are designing a compiler and

runtime to enable data prefetching in tiered memory systems.

The compiler is responsible for detecting the prefetchability

of memory regions, while the runtime is responsible for
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enforcing multi-dimensional policies (discussed in §3.4) for

efficient memory tiering.

2 Prefetching on Tiered Memory

Current prefetching techniques, both hardware and soft-

ware, focus on DRAM [38]. To understand the impact of

prefetchers in a tiered memory system, we evaluate exist-

ing data-intensive applications using both DRAM and CXL-

attached memory (CXL 2.0 SMART CXA-4F1W equipped

with 4x64GB DDR5-5600 RDIMMs [1]). In our system, local

DRAM achieves an idle-latency of 112 ns with a bandwidth

of 271 GB/s, while CXL has an idle-latency of 237 ns and a

bandwidth of 46 GB/s. From now on we will refer to CXL-

attached memory as CXL.

2.1 Hardware Prefetching

Hardware prefetchers aim to reduce cache misses by proac-

tively predicting and preloading data from DRAM into the

processor cache. A key limitation, imposed by constrained

CPU die size, is that hardware implementations can only

effectively manage a restricted set of predictable access pat-

terns. As a result, significant research effort has been dedi-

cated to developing and analyzing specific hardware prefetch-

ing heuristics, such as stride [8, 16, 24, 26, 29], spatial ac-

cess [11, 14, 15], and temporal access [9, 10].

Impact of hardware prefetching on CXL memory. To

understand the impact of prefetching, we evaluate the GAP

benchmark suite [13]. We run tests allocating application

memory entirely on DRAM or CXL. We observe that when

we allocate application memory on DRAM, 18 out of 20 ap-

plications benefit from hardware prefetchers, achieving an

average speedup of 1.47×, with a maximum of 3.43×. When

memory is allocated on CXL, 17 out of 20 applications bene-

fit, with an average speedup of 1.26×, reaching up to 2.27×.
Another key observation is that DRAM did not exhibit sig-

nificant performance degradation with prefetching enabled,

whereas CXL experienced a 19% performance degradation.

To further understand the impact of CPU core count, we

select two applications: betweenness centrality (BC) with
the twitter graph (using Brandes algorithm) and XSBench,

which represents Monte Carlo neutron transport algorithm.

Figure 2 shows that prefetching is more effective when using

CXL memory compared to DRAM at low number of cores.

This is because CXL has a higher latency, which presents

a greater opportunity for prefetchers to hide access delays.

However, on increasing the number of cores, we observe

that the effectiveness of prefetching on CXL starts to de-

crease and eventually begin to hurt the performance for both

applications.

The primary reason hardware prefetching in CXL yields

limited benefits is due to its limited bandwidth (5.9× lower
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Figure 2: When the number of threads increases the prefetch-

ing effectiveness of CXL decreases while DRAM being con-

stant, and for high number of threads prefetching hurts the

performance on CXL.
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Figure 3: Under high load, prefetching causes latency to

increase dramatically at lower loads compared to when

prefetching is disabled, resulting in up to 6.3× higher latency.

than DRAM). Excessive prefetching requests causes con-

tention on the CXL link (due to memory expander), leading

to performance degradation. To quantify the impact of band-

width contention on latency due to hardware prefetching, we

run theMLC [44] loaded latency test. It measures latency un-

der different load scenarios where higher loads corresponds

to shorter delays between requests (starting from 10K cycles

to 0 cycles). As shown in Figure 3, unnecessary prefetch-

ing can increase latency by an order of magnitude, reaching

1,500 ns for CXL. In contrast, DRAM latency increases only

by 2× due to its higher bandwidth.

2.2 Software Prefetching

Software prefetching offers greater flexibility and potential

for application-specific optimization compared to hardware

prefetching, as it involves inserting prefetch instructions di-

rectly into the target program’s code. Implementations typi-

cally rely on compilers [4, 6, 28] or profile-guided optimiza-

tion (PGO)[28, 39, 47]. Moreover, recent works have focused

on understanding how hardware and software prefetching
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Figure 4: DRAM and CXL have different optimal prefetch

distances. For example, in the scan microbenchmark, DRAM

performs best with a prefetch distance of 4, while CXL re-

quires a longer distance of 7 due to its higher latency.

can be combined effectively, especially for applications run-

ning at data center scale [27]. Software prefetching is ef-

fective when prefetch instructions are issued at the correct

time, known as timeliness. Timeliness is controlled through

prefetch distance, which specifies how far in advance data

should be prefetched [4]. Setting the correct distance is crit-

ical: fetching too early risks data eviction from the cache

before use, while fetching too late fails to hide latency and

negates the potential benefit [28].

Impact of prefetch distance on CXLmemory. In a tiered

memory system with low-latency DRAM and high-latency

CXL, determining the optimal prefetch distance is challeng-

ing due to dynamic data migration between tiers. To evaluate

the impact of prefetch distance, we developed a microbench-

mark that executes a scan operation on a large array of data

with a constant stride. In each scan, we systematically var-

ied the software prefetch distance (𝑘) from 1 to 16 elements

ahead. Moreover, we disabled hardware prefetching during

this experiment. We observe a distinct optimal prefetch dis-

tance for each tier: 𝑘 = 4 for DRAM, while 𝑘 = 7 for CXL.

This difference confirms that CXL’s higher latency requires

prefetches to be initiated further in advance (via a larger

prefetch distance) to effectively hide the longer access time.

Summary. We summarize the following insights according

to our experiments.

• Data prefetchers can effectively tolerate CXL latency.

• Hardware prefetchers can degrade performance under

bandwidth contention.

• Software prefetchers must use tiering-aware prefetch

distances to be effective.

3 Proposal

We propose Linden: a system to reduce data access latency

by efficiently managing data placement between memory

tiers and tolerating the latency by exploiting data prefetchers.

Figure 5 shows the main components of Linden: compiler,

Linden Runtime
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Compiler
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Policy Enforcer

Page
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Hardware
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Adaptation

Metrics

Mechanisms
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Figure 5: Linden consists of a compiler and runtime. Com-

piler takes a program and finds the prefetchable regions in

the program. Runtime is responsible for detecting hotness,

hardware monitoring, and compiler hints to enforce differ-

ent policies. Runtime able to migrate pages between the tiers,

enable/disable hardware prefetchers and change the software

behavior in terms prefetchability.

and a runtime. Linden compiler detects prefetchable regions,
where prefetching is beneficial in tolerating the data access

latency. Linden runtime first combines information about

prefetchable regions with page hotness and hardware con-

tention metrics. It later enforces policies to reduce and toler-

ate the data access latency by migrating pages between tiers,

enabling/disabling hardware prefetchers, and modifying soft-

ware prefetches. The policy enforcement has two objectives:

• Reduce: Minimize data access latency by increasing the

locality.

• Tolerate: Hide the data access latency by prefetching.

We start by defining the prefetchable region (§3.1) and how

Linden compiler detects them (§3.2). Later, we describe the

Linden runtime’s mechanism and policies (§3.3).

3.1 Prefetchable Regions

A prefetchable region is a set of memory pages, potentially

non-contiguous, that are amenable to hardware or software

prefetching. The goal of a prefetchable region is to hide

latency for the loads within that region and to minimize it

by issuing accurate and timely prefetches. Each region has

the following properties:

• Memory region (region): List of pages that shares a
similar access pattern for a particular thread. The size

of this list is configurable.

• Prefetchability ratio (ratio): This metric quantifies

the potential percentage of load access latency within

a region that can be hidden by effective prefetching.

Regions with more predictable access patterns yield

higher prefetchability ratios. The value ranges from 0

(no latency hidden) to 1 (all latency hidden).

• Type of access pattern (pattern): How are loads

accessed within a region? Simple patterns like next

line and stride can be prefetched either by hardware
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Thread region ratio type freshness target
𝑇0 A 0.9 Sequential 200 𝑙1, 𝑑1

𝑇1 A 0.05 None 1 None

𝑇2 B 0.7 Chase 50 𝑙2, 𝑑2

Table 1: An example of a prefetchability table.

prefetchers or software prefetchers. However, irreg-

ular and temporal access patterns require software

prefetch instructions.

• Target (target): Which prefetch instruction is target-

ing which load? This includes the prefetch address

and the prefetch distance. This helps in issuing timely

prefetches when memory access latency changes.

• Freshness (freshness): Time passed after the last 𝑟𝑎𝑡𝑖𝑜

update on a particular region. It starts from 0 and in-

crements until a user-defined threshold. This helps to

give different policy/scheduling decisions to runtime.

Table 1 outlines the data tracked by the Linden runtime

for each prefetchable region. Consider two memory regions,

A and B, and three worker threads: 𝑇0, 𝑇1, and 𝑇2. 𝑇0 sequen-

tially scans A, resulting in a high prefetchability ratio due

to its linear access pattern. In contrast, 𝑇1 acts as a transac-

tion handler, accessing A randomly, which leads to a low

prefetchability ratio because of random accesses. Meanwhile,

𝑇2 performs pointer chasing within B, which can be effec-

tively prefetched using software prefetching. By linking ac-

cess patterns to memory regions, we can better assess the

advantages of prefetching in mitigating latency.

3.2 Detecting Prefetchable Regions

Depending on whether the application source code is avail-

able, prefetchable regions can be detected either by the

Linden compiler or the Linden runtime.

Compiler support. The Linden compiler takes an applica-

tion as an input and produces a modified binary. This binary

is instrumented so that, at runtime, it can inform the associ-

ated runtime system about identified prefetchable regions.

To identify these regions, the compiler utilizes pluggable

backends capable of analyzing data access patterns; these

backends can leverage existing techniques like specialized

compiler passes [4, 28] or machine learning approaches [22].

For example, upon detecting a predictable access pattern

(e.g., within a loop) via a backend, Linden instruments the

program by inserting specific helper functions. At runtime,

these helper functions execute and communicate key infor-

mation, such as the accessing thread ID, the memory region

identifier (region), and the detected access pattern type (pat-
tern), to the runtime system. This runtime information is

collected to populate the prefetchability table (Table 1).

Hardware sampling. When application source code is

unavailable for compile-time instrumentation, the Linden

runtime can use hardware sampling. It uses specific hardware

1 metrics = [hotness, hw_info, sw_info]
2 # Reduce
3 reduce(state, metrics.hotness, metrics.hw_info)
4 # Check for any contention
5 if (metrics.hw_info < contention_threshold):
6 tolerate(state, metrics.sw_info)
7 # Adapt software after tolerating if needed
8 adapt_sw(state, RELAXED)
9 else:
10 # Adapt hardware to avoid perf degradation
11 adapt_hw(state)
12 adapt_sw(state, CONSERVATIVE)

Listing 1: Algorithm for policy enforcement in the Linden

runtime.

performance counters to assess the effectiveness of the built-

in hardware prefetchers for accessed memory pages [25].

Based on this sampling data, the runtime identifies regions

that appear to be adequately prefetched by the hardware. In

addition, just-in-time compilation [2] offer another runtime

alternative where software prefetches can be added to the

code on the fly.

3.3 Linden Runtime

Linden runtime consists of two parts: (1) monitoring utility

to collect information about page hotness, compiler hints

for prefetchability, and hardware statistics to check memory

contention; (2) mechanisms like page migration, adapting

hardware prefetcher or changing software prefetches. They

enforce policies to reduce and tolerate the data access latency.
Metric monitoring.

We now discuss various metrics that the metric monitor
collects and processes.

• Hotness. Prior works have explored various forms of

policies and mechanisms to detect hotness, including LRU-

and histogram-based approaches [30, 33, 37]. Similar to

prior works, Linden uses Intel PEBS [30, 37] or page table

scanning [33, 46] for maintaining hotness metrics.

• Compiler hints. Linden runtime gets information from

the instrumented application code about the prefetcha-

bility of the memory regions, and eventually it generates

prefetchability table.
• Hardware monitoring is important for both reduce
and tolerate approaches. As discussed in §2.1, applica-

tion performance degrades under high memory system

load due to factors like ineffective prefetching, band-

width limitations, or memory tier congestion, the lat-

ter also being highlighted by recent work [42]. Thus,

to effectively analyze and react to these conditions,

Linden monitors three categories of hardware metrics:

(1) Prefetcher-related hardware counters, such as L2

hardware prefetches (L2_RQSTS.ALL_HWPF) and useless

prefetches (L2_LINES_OUT.USELESS_HWPF), (2) Bandwidth
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and latency measurements for each memory tier, (3) Tier-

specific congestion indicators. These measurements rely

on sampling-based techniques with overhead directly pro-

portional to sampling frequency. To minimize this over-

head, we plan to adjust the sampling frequency dynami-

cally, similar to Memtis [30].

Mechanisms. Linden’s runtime mechanisms include:

• Pagemigration. Similar to hotness detection, the runtime

uses existing approaches for page migration. For instance,

it promotes and demotes pages in the background similar

to Memtis [30] to avoid any performance degradation.

• Hardware adaptation. The runtime controls hardware

prefetchers (stream, stride) through MSR registers [25]. It

provides fine-grained control to enable/disable hardware

prefetching for specific cores to avoid any performance

degradation due to excessive prefetching requests.

• Software adaptation. The runtime follows two ap-

proaches to modify software prefetch instructions inserted

by the Linden compiler: (1) It modifies the prefetch dis-
tance by moving the prefetch instruction earlier or later

in the instruction stream. (2) It adds new prefetch instruc-

tions by using JIT compilers [2].

3.4 Policy Enforcer

The runtime uses reduce and tolerate methods (Listing 1) to

enforce the policies. The reduce method improves locality

by piggybacking existing memory tiering policies. Then, de-

pending on the hardware state (e.g. contention on memory),

it can either increase or decrease the amount of prefetches.

When contention is low, it uses the tolerate method to maxi-

mize latency hiding opportunities by increasing the aggres-

siveness of software prefetching. Under high contention, it

disables hardware prefetching and makes software prefetch-

ing more conservative. Linden can support multiple policies

using the reduce and tolerate functions. We now look at three

policies in detail:

1. Improve performance (tolerate if you cannot reduce).
Previous works on memory tiering focus on reduce and mi-

grating data between tiers to increase locality. One of the

major challenges in tiered memory is managing a scenario

where the hot data resides in both fast and slow tiers. Pre-

vious works suggest that in such scenarios it is better to

disable tiering [45]. However, there is still an opportunity

to use tolerate to increase system’s performance. The main

insight for this policy is that if a region is hot and prefetch-

able, we might migrate that region into the slower tier since

prefetchers may hide the latency to access this region.

We test this policy with a microbenchmark, where we allo-

cate 10GB of memory: 5 GB from DRAM and 5GB from CXL

(1:1), and we break down memory into 20 regions. The mi-

crobenchmark consists of a worker thread that issues loads

to different memory regions with different access patterns

(either sequential or random). We reran the experiment by

changing the allocation site (DRAM or CXL) of the regions

that are sequentially accessed. We observe that in such sce-

narios, if the region is hot and prefetchable, we gain up to 7%

improvement by moving it into the slow tier, even for only

20% sequential regions.

2. Control throttling (do not tolerate every time).
Prefetching via tolerate should happen optimally as aggres-

sive prefetching can hurt the application’s performance [27]

and the effect is even worse with CXL (Figure 2). Linden

runtime offers different policies to throttle prefetch requests

depending on the bandwidth characteristics of the tiering

system. A policy like Limoncello [27], which disables hard-

ware prefetching under high memory utilization, leads to

suboptimal performance in the tiering system. Specifically,

contention might happen on the slow tier, but the threads ac-

cessing the fast tier will suffer as prefetching is also disabled

for them. Linden leverages its prefetchability table to track

which cores access which memory tiers. It can then selec-

tively disable hardware prefetching only for cores accessing

the slow tier, while implementing conservative software

prefetching as needed.

3. Control timeliness (tolerate when there is some time).
Ensuring prefetch timeliness is critical, as fetching too early

risks cache eviction, while fetching too late fails to hide la-

tency completely [4, 28]. Tiered memory systems complicate

this timeliness (§2.2) because migrating pages change the

effective memory latency, thus altering the optimal prefetch

distance required for different tiers. Linden addresses this

dynamically: when a page containing a software prefetch

instruction migrates to a different tier, the runtime adjusts

the associated prefetch distance to match the optimal value

for the new tier. For instance, the prefetch distance would

be updated to 7 if the data is demoted into the CXL and vice-

versa, as shown in Figure 4. Linden can use JIT [2] to change

the prefetch distance based on the latency of the slower tier.

Moreover, this operation occurs reactively based on relevant

page migration events, not at fixed time intervals.

4 Discussion

Linden tradeoffs. The compiler must balance several

tradeoffs when identifying prefetchable memory regions:

1) Instrumentation vs. size. Entries in the prefetchability

table are generated for each memory region. Smaller regions

add additional performance and memory overhead due to

excessive instrumentation and extra entries in the table.

2) Accuracy vs. size. Too big or small region can be less

predictable to prefetchers, resulting in either inaccurate or

untimely prefetches. We plan to evaluate this with a wide

range of benchmarks.
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3) Coverage vs. compilation time. A machine learning

based approach can provide higher coverage and in turn, the

prefetchability ratio, compared to simple stride or irregu-

lar access pattern but at the cost of spending more time in

finding them.

Exploring the synergy between tolerate and reduce. The
compiler has the capability to detect both prefetchable and

non-prefetchable regions. Thus, inferring prefetchable re-

gions can be considered as an opportunity for pagemigration.

In particular, the prefetchable region can capture the set of

pages, which can also be used for minimizing tracking in-

formation [35]. On the other hand, for applications with

non-prefetchable regions [6], we can extend Linden to run

scavenger jobs (background jobs such as batch jobs that can

harvest the idle cycles) similar to MSH [32]. These jobs ex-

ecute while the application code is waiting for data to be

fetched from memory. The application can switch to scav-

enger jobs for non-prefetchable regions through compiler-

inserted coroutines [23, 32], which can be integrated into

the compiler. Applying this technique can help Linden to

tolerate latencies even for non-prefetchable regions.

Extensions for other memory systems. We can extend

Linden for systems with multiple memory tiers that con-

sist of DRAM, CXL, and RDMA-based memory. Prefetching

showed promising results for RDMA-based memory sys-

tems [5, 20]. Similar to RCMP [43], Linden’s reduce and

tolerate can be extended to support these systems. The com-

plexity lies in designing policies that can work across multi-

ple tiers with varying definitions of prefetching and memory

characteristics. As a future work, memory pooling can be

explored; however, these systems require more support as

multiple applications can be accessing the memory at the

same time with different access pattern resulting in different

prefetchability regions. Combining this information along

with congestion across multiple machines will be interesting

to explore.

Future landscape of CXL. PCIe5 supports 4GB/s per

lane while PCIe6 will support 8GB/s, which will increase

the CXL’s memory bandwidth up to 128GB/s (assuming x16

lanes), and interleaving between multiple CXL devices might

eliminate the bandwidth problem. However, the latency prob-

lem will still be there. Effectively prefetching the regions

from CXL can hide the latency difference between CXL and

DRAM. Moreover, for higher bandwidths prefetching can be

done in a more aggressive way.

5 Conclusion

For an efficient tiered memory system we need to consider

both latency reduction and latency toleration. With this pro-

posal, we showed how data prefetching can be used as a

latency toleration technique in the tiered memory, what are

the current challanges and how can we solve them.
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